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P. Nilson and J. Peetre have recently obtained an explicit expression for
the interpolation K-functional between the spaces U and U, 1~p, q < CfJ
(see [NP]). In this same paper they also ask for the corresponding exten­
sion of their theorem to the case of Orlicz spaces. The present article offers
an approach to this situation for a modified K-functional, equivalent to the
customary interpolation K-functional. The method we use is an optimiza­
tion method based on elementary differential calculus.

Hereafter M will denote an Orlicz convex function on [0, CfJ) (i.e., a
continuous convex increasing function satisfying M(O) = 0, M(l) = 1, and
M(x) ~ CfJ as x ~ CfJ). We also suppose M has continuous derivative and
satisfies the LIz-condition (i.e., there exists K> 0 so that M(2t) ~ KM(t) for
all t > 0). As usual, the Orlicz space L M = L M [0, CfJ) is the space of an
(equivalence classes of) measurable functions f on [0, Cf) such that

for some p > O. The norm in L M is defined by Ilfll M = inf{p > 0;
f~ M(lfl/p) dx~ 1}.

L M is a rearrangement invariant function space (see [LT]) and the
integrable simple functions are dense in L M

. In order to ensure the validity
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of our theorems we will suppose the following assumption is satisfied by
the function M:

M'(x). . 1 . . f' 'f .
--,;;-=-11S a stnct y mcreasmg unctIon ven ymg
x

lim M'(x) = 0
x-->O x p

-
1 and 1

. M'(x)
1m --=00

x--> 00 x p -
1

Obviously, condition (*)p implies

(i) IffELM and IfI~ 1, thenfEU, and

(ii) IffEU and If I~ 1, thenfELM
.

We will consider the space U + L M
. For fE U + L M and 0 < t < 00 we

define the Kp,M-functiona1 by

Kp,M(t;f) = inf{p > 0; c[Jp,M(t;f/p) ~ 1},

where

and where the inf is extended over all decompositions f = g +h of1, with
gEU and hELM. If M(x)=x q

, p<q< 00, we have

(compare this expression with the one appearing in [HPJ).
In any case, the Kp,M-functiona1, as a function of1, is a rearrangement

invariant norm on U + L M, equivalent to the usual K-functiona1 given by

In this paper we obtain an explicit expression for the Kp,M-functional
when the function M satisfies the natural conditions stated earlier. Our
results for the case M(x) = x q

, q > p, should be compared to those in
[NP].

The case p = 1 is somewhat singular and the expression for K1,M that we
obtain is not a particular case of the one we obtain for Kp,M when p> 1
and so we will divide the discussion into two cases.

We refer the reader to [BL, PJ for background on interpolation between
U (and Orlicz) spaces.
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INTERPOLATION BETWEEN L I AND L M
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We suppose that M satisfies (*) I' The result we get in this situation is
the following

THEOREM 1. Let f be a non-zero function belonging to L I + L M and let
f* be its left-continuous non-increasing rearrangement. If

Xf= max {x E [0, CI); M' U: (f*(s) - f*(x» dS) ~ tM'(if*(xn}

and Af is the unique solution of the A-equation

M' ((f (f* - },) dX) = tM'(tJe)

then

The formula we have just stated has a nicer expression when M(x) = x
q
,

q> 1. In fact

COROLLARY 1. If fELl +U, q> 1,

(
tq(SXff*)q 00) I/q

K (t'f)= 0 , +tqf f*qI,q , (+tq)q-I 'xf . X(

where

Xf= max {XE [0, CI);rf* ~f*(x)(x+ t q
')}

and l/q + l/q' = 1.

Proof of Corollary 1. It is dear that

xf= max {x E [0, 0Ci); rf* -xf*(x) ~ tqj*{x)~
o. )

= max {x E [0, CI); L~ f* ~f*(x){x+ tq,)}
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Then

and besides

BASTERO AND RAYNAUD

Thus Kl,q has the form stated earlier. I
The proof of Theorem 1 is divided into two steps. First we study the case

where f is a simple function and then we consider the convergence question.
We begin our study by considering a simple function s = L7~ 1 aiXAj with

a 1 ~ ••• ~ an > 0, where A/s are pairwise disjoint and m(AJ = m, 1~ i ~ n.
It is clear that

tPl,M(t; s)=inf (M(llgll d+f" M(t(s- g)) dx),
g 0

where g belongs to the class of all measurable functions such that °~ g ~ s.
If f!J is the a-algebra generated by the sets A/s, 1~ i ~ n, and IE.'!B is the
conditional expectation operator with respect to f!J, it is known that
II IE81gill ~ II gill' Besides, Jensen's inequality shows that

I'D M(tlE.'!B(s-g))dx~fOO M(t(s-g))dx.
o 0

Hence

tPl,M(t;S)= inf M(mIYi)+ImM(t(ai-YJ).
o:6;Yi~ aj 1 1
1 ~i~n

By continuity there exists a point Y = (Yl ... Yn) E 01 ~ i~n [0, a;] so that
$l,M(t; s) = M(m L:7 yJ + L:7 mM(t(ai - Yi))'

LEMMA 1. The point Y may be chosen in such a way that

(a) There exist k, 1~k~n, such that O<Yi<a i if1 ~i~k andYi=O
otherwise.
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(b) The equation M'(m:L~ (ai - A» = tM'(r),) has only one solution
Ak EO (0, ad and besides Yi = a i - Ak for 1~ i ~ k.

(c) k = max{j; M'(m:L{ (a;- aJ) < tM'(tajl}.

Proof Let r/J be the function defined on n 1 ,,; i"; n [0, aJ by
r/J(Yl' ..., Yn) = M(m L7 y;) +m L7 M(t(a i - Yi»'

Since 1~ i <j~ n implies a; ~ aj' the function hC'C) = M(tai ­
M( taj - tx) is non-increasing for °~ x ~ OJ' then

i) j) i) j)

r/J(Yll ..., 0, ..., Yj' ..., Yn) ~ r/J(Yt> ..., Yj' ..., 0, .." Yn)

and so we may suppose Yk+ 1 = ... = Yn = O.for some k. On the other hand,
(or/J/oYd(O+, ... ,0) < 0 and (or/J/OY;)(Yl' ..., 3; , ...,Yn) > 0, then Yl > °and

< ai . This completes the proof of part (a).
As a consequence of (a), the point tv l' ... , Yk) is the minimum of the

function !/J(Yl, ... , Yk' 0, ..., 0). Thus

for all 1 ~ i ~ k. It implies that

1~ i~k,

and then we have al - Yl = ... = ak - Yk = )'k > 0, where )'k verifies

M' ( m*(a;- )'k») = tM'().'kt).

This concludes part (b).
Let d = {j; M'(m L{ (a i - aj» < tM'(ajt)}. It is easy to see that 1 and

k belong to d, and if jEd then i-I Ed (here we use that M' is strictly
increasing). For each jEd, let Aj be the corresponding solution of the
equation

M' (m*(ai-A») = tM'(At)

(this solution necessarily belongs to the open interval (0, aJ). Since
L{~l (ai-aJ=L{ (ai-aJ we have

640/60/1-2
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so Aj_l<aj . Hence, if jEd the function h{x)=!/J{a1-Aj_1,·..,aj_l­
Aj _1> x, 0···0) verifies h'(O+)<O and then j-1#k. It shows that
k = max d and we get part (c). I

The preceding lemma enables us to prove the theorem for suitable simple
functions. We state this result in the following

PROPOSITION 1. If s = L7= 1 aiXA; is a simple function as before,

eJ)l,m{S) = M (m I (a i - Ak)) + kmM(tAd + f mM(ta;),
1 k+ 1

where k = max{j; M'(m L{ (a i - aj ))"::;; tM'(taj )} and Ak is the unique solu­
tion of the equation

M' ( m t (a i - A)) = tM'(tA).

Proof Let K=max{j;M'(mL{(ai-aj)),,::;;tM'(a)}. If k=max{j;
M'(mL{ (ai-a))<tM'(taj )} it is clear that k,,::;;k. If k<k we only need
to prove that Ak = AI( and

M(mI(ai-Ak))+kmM{tAd+ i mM{ta;)
1 k+l

For k+ 1 "::;;j"::;;k we have

M' (m*(ai-a)) = tM'(taj )

then Aj=aj . Since L{ (a i -a)=2::{-l (ai-aj ) we obtain aj=Aj _ 1 and so
Ar<= ... =Ak=ar<= ... =ak+l' I

Proof of Theorem 1. Without loss of generality we assume f = f* (this
simplifies the notation). We define the function F by

F(X)=M'(( (f(S)-f(X)dS)-tM'(if(X))), x>O.

This function F has the following properties
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LEMMA 2. (a) F is left-continous for x> 0 and there exists
F(O)=limx~o+ F(x) <0.

(b) F is non-decreasing.

(c) The set {x E [0, 00); F(x) ~ O} is a compact subinterval; we will
denote by xf its maximum.

(d) There exists a unique solution of the equation

This solution denoted by Af is in the interval (0, xf]'

(e) For the simple functions appearing in the preceding proposition
xs=km and As=Ak'

Proof Assertion (a) is a conseqence of the dominated convergence
theorem. Part (b) can be deduced from the fact that if x' < x then

f: (f-f(x))ds~r (f-f(x'»)dx.

In order to show (c) we note that limx~oof(x)=O. If the interval
{x;F(x)~O} were not bounded, we would have

M'(( (f-f(X))dS)~M'U:(f~f(X))dS)

~ tM'(tf(x)),

whenever x> 1. Thus M'(Jbf) =0, which would imply f = O.
Since M' is strictly increasing we have (d). Part (e) can be easily com­

puted. I
Next we go on with the proof of Theorem 1. For each n EN, let Sn be the

simple function defined by

It is obvious that Sn 7' f almost elverywhere when n goes to 00 (more
precisely, 1imn~oo sn(x)=f(x) except at most in the discontinuity points of
f)· Now we shall show that limn X Sn = XI and limn Asn = AI' Given E> 0 we
can choose natural numbers k o, no in such a way that a = k o/2

no < no2no

and xf-E<a<xr'
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Since we may express a = kn/2
n for every n;?: no (knEN) andJ(a) = sn(a),

we have

M'U: (Sn-Sn(a))dX)~M'U:(J-J(a))dX)

~ tM'(tf(a)) = tM'(tsn(a))

for every n;?: no. Hence xf - e< a ~ x sn if n;?: no. On the other hand, let
k 1, n1 be natural numbers so that xf< b =k d2 n1 < xf + e. The same reasons
as before imply sn(b)=J(b). Thus

M' U: (J- J(b)) dX) > tM'(tf(b)) = tM'(tsn(b)).

Since Sn J' J as n~ 00, the monotone convergence theorem shows that

f
b b

(sn-J(b))dx~ f (J-J(b))dx.
o n 0

Then for n large enough

M' U: (sn-sAb)) dX) > tM'(tsAb))

and it concludes the proof of limn x
Sn

= xf'
Now consider the functions

Hn(A) =M' (I:'n (sn - A) dX) - tM'(tA),

nE N, and

Hf(A) = M' (ff (J- A) dX) - tM'(tA).

We recall that the sequence (AsJn is bounded (A sn ~ sn(xsJ = J(X Sn )). If 1
is a limit point of a convergent subsequence (AsJn' of (AsJ, we have

IHn·(AsJ - Hf (1)1 ~ IHn·(Asn·) - Hf(Asn·)1

+ IHf(AsJ - Hf(J)1~ °
since Hn~ nHf uniformly on bounded intervals and limn f~'n Sn= f«f
Hence Hr(J..) = 0, which implies ,{ = Af= limn A

Sn
'
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By combining these results and applying the monotone and dominated
convergence theorems we have shown that

lim <P1,M(Sn) = M (fCO (f - h) dX) +f" M(th) dx,
n 0 I[)

where h = }"IX[O,xfJ +h[x/, co) EL M. Thus tP1,M(f) :(limn tPdsn)' And we
end the proof by recalling that cP1,M(Sn):( cP1,M(f)· I

Remark. If we take for granted that the extremal decomposition is
obtained by horizontal slicing of the function we get our result in a much
simpler manner.

INTERPOLATION BETWEEN LP AND L M, p> 1

Now we assume that M satisfies (* )p. In this case we will follow the same
procedure as before, although surprisingly the results we will obtain are
formally different. We are not able to obtain more explicit expression, even
for M = t q

, of the critical points which minimize the corresponding
infimum, but we are sure that the optimal decomposition does not
correspond to a horizontal slicing of the function. The theorem we shaH
prove can be stated in the following way

THEOREM 2, If fEU +L M, f i= 0, there exists a unique non-increasing
non-negative function g E LP such that

(i) f*-gEL M, O<g(x) <f*(x), and

M'(llgll p) M'(t(f*(x)-g(x)))
Ilgll;-l t g(xy-l

for almost all x E supp f*,

(ii) <Pp,M(tJ) = M(II gllp) + f~ M(t(f* - g)) dx (f* is the left--con­
tinuous non-increasing rearrangement off).

For M(x) = x q (q > p) we obtain

COROLLARY 2. IffE LP + L q, 1 < p < q < 00, there exists a unique non­
increasing non-negative function g E LP verifying

(i) f-gEU, O<g(x) <f*(x), and

II Ilq-P=tq(f*(x)-g(X))q-l
g p g(xy-l

almost everywhere on suppf*;

(ii) Kp,q(t;f) = t(f~ f*(f* - g)q-l )l/q,
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Proof of Corollary 2. The expression appearing in (i) is clear. In order
to show (ii) we note that

Thus

<Pp,q(t;f) = Ilgll~+tq r) f*(f*-g)q-I-llgll~

= tqrxo

f*(f* _ g)q-l.
o

Proof of Theorem 2. We begin by considering simple functions in the
same manner as before. If S = L~ aiXAi' where a l ~ ... ~ an > 0, A/s are
pairwise disjoint with m(A J = m, 1~ i~ n. It is again clear that

<pp.M(S)= inf t/J(YI, ..., Yn),
O~Yi~ai

l~i~n

where

i) _ i)

Since (8t/J/8yJ(YI, ...,0+'00.,Yn)<0 and (8t/J/8Yi)(YhOo.,a;-,00.,Yn»0,
1~ i~ n, the minimum of t/J is attained at an interior point of the compact
TI~ [0, aJ. If y=(jil, ...,Yn) is such a point it verifies

M'(CL:~ myn l
/
p

)

CL~ myf)l-l/P

Now we shall prove that

(i) Yl ~ ... ~ Yn·
(ii) The system (1) has only one solution.

1~ i~n. (1)

For each a>°we consider the strictly decreasing function ha defined by

h ( )=tM'(t(a- y ))
aY y p - l '

O<y~a.

If a> a' > 0 and 0 <Y < a' we have hAy) > ha,(y), so (i) is easily verified.
Now suppose Y=()!l, ..·,Yn) is another solution of (1). If IIYll p < IlYll p then
hai(jiJ < ha,(Yi)' 1~ i ~ n, because of the condition (*)p imposed on M.



K-FUNCTIONAL OF INTERPOLATION 21

This implies Yi > Yi' 1:::; i:::; n, which contradicts the assumption that
IIYllp<IIYll p . Hence IIYllp=II.Yllp and so Yi=Yi' Jor all l,,;;i";;n. Conse­
quently (ii) is proved and we have just established the following

PROPOSITION 2. Lets = 'L7 aiXAi' a 1 '?- ... ::;: an > 0, m(A,) = m, 1~ i~ n,
and the A /s pairwise disjoint. There exists a unique function g E LP such that

cPp,M(S) = M(llgll p)+l co

M(t(s - g)) dx.
o

Moreover, (f x E supp S, 0 < g(x) < s(x) and

M'(llgll p )

Ilgll;-l

tM'(t(s(x) - g(x)))
g(x)P~ 1

(Obviously g = 'L7 YiXAi' where (yJ7 is the solution of the system (1 ).)

Suppose now f is a non-increasing non-negative function in LP + L M. By
using the same arguments as in the proof of Theorem 1, there exists a
sequence of simple functions (s,,)n such that 0:::; Sn )' f [a.e.]. For each
n EN let g" be the corresponding function associated to s" according to the
preceding proposition. For each a> 0, consider again the function
hAy)=tM'(t(a-y»/yP-\ O<y~a. Sincehsn(xJ~hs"+l(xl'

and the same for sn+b we have that Ilgnilp > ilgn+lllp would imply
g,,(x) <g,,+ l(X) [a.e.], which is not possible, so the sequence (ilgnllp)n is
non-decreasing. As also M(llg"ll p)~ cPP,M(t; s,,),,;; <Pp,M(t,f) we know that
there exists C= lim"(M(llg,,llp)/llgnll;-l) < 00. Let x be such thatf(x) >0,
The equation hj(x)(y) =C has only one solution denoted by g(x) and
belonging to the open interval (O,f(x)). We will show that
lim"g,,(x)=g(x) [a.e.], XESUpp! Suppose that f(x) =lim" s,,(x) and fix
s>O. We can choose k, O<k<g(x)-e, satisfying hj(x)(Y) < 2g(x)
whenever y?;;k. Denoting b=min{hj(x)(g(x)-e)-C, C-hj(x)(g(x)+e)},
since M' is uniformly continuous on [0, t(f(x)-k)], we have

jhj(x)(Y) - hf,,(x)(Y)! < b

if Y E [k,fn(x)] and n is large enough. Thus

hr.(~)([C-b, C])s(g(x)-s, g(x)+e)

and hence g,,(X)E(g(x)-e, g(x)+e) for n?;;no.
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The function gEU and Ildp::;;limnllgnllp<<Xl since the gn's are
obviously non-increasing. Fatou's lemma shows that

f oo M(t(f-g))::;;lim foo M(t(sn-g))
o n 0

= lim cPP,M(t, sn) -lim M(II gnllp)

::;; cPp,M(t;f) - M(lIgll p).

Then f - gELM and eventually

cPp,M(t;f)=M(llgll p)+ foo M(t(f-g)),
o

which concludes the proof of the theorem. I

Remark. Corollary 1 has to be compared with the results of [NP],
where the usual K-functional is computed.

In this case the extremal decomposition is also obtained by horizontal
slicing of the function, but the cutting level is given by a different equation,
namely (when f* is continuous)

xf*(x)q + foo f*q = f*(x)q tq'.
x

If=g +h is the extremal decomposition, Nilson and Peetre's result states
that tq'llhll 00 = t Ilhllq, while ours says that t

q
' Ilhll 00 = Ilglll'

The result of [NPJ can easily be translated to the Orlicz space case
[L l, L M]. In this setting the relevant norm on L M is the "Orlicz norm,"
not the ordinary one ("Luxemburg norm"), i.e., the dual norm of the
Luxemburg norm associated to the Young conjugate function M* (see
[LT]). Then

is given by the formula

K(t;f) =J: f(u) du + tOO f*(u) '? (j**(~n du,

where '?(Je)=M*'-l(Je) is the reciprocal of the derivative of M*, Cf. is a
normalization factor ('?( Cf.) = 1), and x is defined by the equation

1= xM* (~) + foo M* [~,?(Cf.f*(U))]du
txt f*(x)

(when f* is continuous).
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